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Agenda

• Why the trouble?
• NSF CC*NIE Grant
• Researcher Engagement
• Security
• Data Compliance
• Science DMZ as a Service

• Wins/Opportunities
• sFlow Big Data Network Measurement 



Enterprise Perspective

• Point of view from 
– Central IT, Networking, and Security
– Not Research

• Penn State has decentralized IT but 
offers central IT services

–Which means Colleges and Departments can 
select IT from central

– Or can do your own thing



Why?

• Performance
–Most networks are built for business system

s or enterprise computing
– Are researchers complaining of slow speeds?
– Are local IT groups measuring performance?

• Security
– Are research devices treated differently?
– Are large research flows scanned too much?



Grant Specifics

• NSF Campus Cyberinfrastructure –
• Network Infrastructure and Engineering 

Program (CC-NIE)
• Data Driven Networking Infrastructure 

for the Campus and Researcher
• Building a 100G “Science DMZ" 
• 10G dedicated edge switches



A Research Network based on a Science DMZ Model



Why? PSU’s Core



PSU Science DMZ

• Brocade won the RFP for new core, 100G, MPLS/VPLS, 
sFlow, SDN

• No Border Firewalls at PennState. All Customer Edge 
firewalls.

• Top 10 v4/v6 based on sFlow border data
• 2 MLXe Routers – 100G to core
• 2 VDX 8770s – vLAG’d to MLX
• 12 edge VDX 6740s from Top10 Border Capacity
– Sequencers, Sensors
– Instruments, Telescopes, Microscopes
– HPC Compute/Storage
– Central Storage



PSU Science DMZ



Proposed Design



Working Design



Service Design



Secure Researcher On-Ramp and Engagement
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Research On-Boarding with 
Cyber Security and Data Compliance

• Deny all traffic by default
• OIS - Data Categorization
• OIS - Modulo Risk Survey
• OIS - Minimum Security Baseline
• OIS – MOU, Vulnerability Scanning, Host Mitigation
• Once OIS OK’d, open up IPs and ports per researcher 

engagement and needs
• Every denied packet will syslog an event to OIS



K.I.S.S.

• 3 questions have told us a lot
– How much data do you have to move?
– How do you move it now?
–Where do you store it?

• Then, establish a baseline with:
– How long does it take now?
– How long do you think it should take?



From a baseline, pull stats

• From Central networking, do
– SNMP interface counters

– sFlow from Border, Core and possible edge

– Top 10 v4/v6 based on sFlow border data
– sFlow port and application data

– If offsite, 
• run traceroute and perfSONAR reverse traceroute

• Now we have data to show the researcher, what they 
are doing.



Sample Researcher Report …



Secure Researcher On-Boarding 

• Engagement 
– Researcher Interview

• Workflow

• Data Source

• Data Destination
• Data Cat 

– Before Compute
– After 

– Local IT Support
• Policies
• Configuration

• Guidelines/Complian
ce
– ITS-SOS MOU
– Risk Survey
– Data Categorization
– Minimum Security 

Baseline
– Operating Level 

Agreements -OLA
– Vulnerability Scanning
– Host mitigation



Research Device Security

Host-Based
• Firewall

– iptables, ip6tables, 
firewalld

• Host Intrusion Detection 
OSSEC

• Anti-Virus, Malware

Network
• Deny All then ACLs are 

built around researcher 
requirements

• RFC1918 private IPv4 to 
limit public access to 
workstations and servers

• Use IPv6 DTN for public 
IP and data transfer

• In the future:
– MAC security per port

– Research project/building 
specific VLANs



Researcher IT Best Practices

Department Level
• On-boarding
• Local Policies vs. central 

policies
• IT directors reporting to

– Deans?  
– Finance?

– Dept Head?

Stop Opt-Out
• Create an enabled 

exception
• Try to build to 80% of 

Researcher needs
• No dual homed 

machines



TrustedCI.org Peer Review with Utah

• http://trustedci.org/cc-nie/
• We Discussed:
– Problems or Research bottlenecks
– Design
– Architecture
– Host, Data, Network Security

• I HIGHLY recommend this. 
• Contact CTSC Director Von 

Welch(vwelch@iu.edu) at the Center for 
Trustworthy Scientific Cyberinfrastructure



Secure DMZ Network
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Next Steps

Edge

Distribution

Core

Border

Host Firewall,MAC,Host IDS

sFlow, SPANs,ACL-mirror

sFlow, TAP Aggregator,

ACLs, BRO, BGP Blackhole



Syslog ACL deny

sequence 15100 permit tcp any host 192.5.158.11 eq 61617 log 
sequence 15101 permit tcp any host 192.5.158.11 eq 8090 log 
sequence 15102 permit tcp any host 192.5.158.11 eq 8096 log 
sequence 15103 permit tcp any host 192.5.158.11 eq 4823 log 
sequence 15104 permit tcp any host 192.5.158.11 range 6001  6200 log 
sequence 15105 permit udp any host 192.5.158.11 range 6001  6200 log 
sequence 15106 permit tcp any host 192.5.158.11 range 5001  5900 log 
sequence 15107 permit udp any host 192.5.158.11 range 5001  5900 log 
sequence 15108 permit tcp any host 192.5.158.11 eq 861 log 
sequence 15109 permit udp any host 192.5.158.11 range 8670  9960 log 
sequence 15110 permit tcp any host 192.5.158.11 range 3001  3003 log 
sequence 15111 permit tcp any host 192.5.158.11 eq 7123 log 
sequence 15112 permit tcp any host 192.5.158.11 eq 8000 log 
sequence 15113 permit tcp any host 192.5.158.11 range 8001  8020 log 
sequence 15114 permit tcp any host 192.5.158.11 eq http log 
sequence 15115 permit tcp any host 192.5.158.11 eq ssl log 
sequence 15116 permit tcp any host 192.5.158.11 eq ssh log 
sequence 15117 permit icmp any host 192.5.158.11 any-icmp-type log 
sequence 15118 permit udp any host 192.5.158.11 range 33434  33634 log 
sequence 15119 permit tcp any host 192.5.158.11 eq 8090 log 
sequence 15120 deny any host 192.5.158.11 log 



ACL syslog in splunk



Science DMZ ACL syslog dashboard in ELK



Network Visibility and Analytics



sFlow-RT Real-time Weathermaps



sFlow Real-time Connections to Host

The Host node is 
colored Blue

Yellow nodes on the 
Penn State enterprise 
network, but outside 
of the Science DMZ

Red nodes are 
connections 
established from 
outside Penn State.



After the grant…



Building on the Science DMZ idea

Grant connected 12 buildings with 2x10G 
fiber uplinks back to each data center and 
HPC compute/storage.  

How can we take what we learned and 
expand to connect more researcher?

How do we turn seed money into a 
scalable enterprise service?



Building a build/service model

• Lifecycle funding with equipment refresh
• Boilerplate documentation of Science 

DMZ capabilities and connectivity for 
future researcher grants

• Offer and Support multiple options for 
– Data Transfer Speed
– Cost effective 
– Data Security
– Data Compliance

• Service Governance from customer base



Science DMZ as a Service options

1. 48 1/10G VDX fabric switch with 2-10G 
fiber uplinks back to the RN 
– ~$200 per month + Fiber + ports
– 10G fiber server port ~$15/month
– 1G copper server port ~$.57/m

2. 1/10G uplinks in Computer Building and 
UP Data Center (working on Hershey)
– 10G fiber server port ~$15/month
– 1G copper server port ~$.57/m



Science DMZ as a Service options

3. 24 or 48 ports switch with a 1/10G 
uplink VLAN’d back to Science DMZ.
– $50-70 per month with $0/ports
– Private VLANs can be offered per data type, 

data compliance, or joining department's

4. ~ $4 Per port on converged switch 
stacks.
– Again, private VLANs can be offered



RESEARCH COMPUTING AND CYBERINFRASTRUCTURE



RCCI Shared Governance of Research Computing 
and Cyberinfrastructure

• Advisory Council for Research 
Computing and Cyberinfrastructure

• Executive Committee for Research 
Computing and Cyberinfrastructure 

• Senior Advisor for Research Computing 
and Cyberinfrastructure
– Aka, the Research Guru

• Working Groups



RCCI Working Groups

• The Data Centers Working Group provides input into the processes and policies 
of the University’s Data Centers.

• The Data Governance Working Group focuses on issues surrounding data, data 
governance, data preservation, data dissemination, data security, and managing 
the scientific data life cycle.

• The High-Performance Computing Working Group focuses on issues 
surrounding HPC at Penn State.

• The IT/HR Job Classification and Compensation Working Group considers 
issues of IT job classification and compensation, with an eye on ensuring that 
Penn State can attract and retain highly-qualified IT professionals with skills 
appropriate to supporting research.

• The Research Network and Data Classification Policies Working Group
examines parameters and plans for access to the new high-speed Research 
Network.

• The Software Working Group will ease the identification and acquisition of 
software by researchers.



Opportunities



Opportunities

• Network as an instrument
–Measurement with perfSONAR
–Monitoring with sFlow

• Interactive sessions on fast network
• PSU firewalls all over with no consistency
• Data Transfer Applications vary by group 

or experience
• Outreach



Poor performance after router code upgrade



perfSONAR found bad fiber



OWAMP Dashboard



BWCTL Dashboard



Windows 7 Application Uploads

• ACI:SSHFS, Secure Shell, SFTP, NetDrive, Globus), PASS



Windows 7 Application Downloads

SSHFS, Secure Shell, SFTP, NetDrive, Globus, PASS



Windows 7 SSD to ACI GPFS & NAS



Wins



PennState to Vanderbilt transfer

• Vanderbilt BioInformatics transfer
– 14 days down to 30 hours

• Higher resolution Meteorology data
– Ability to handle larger data set as well as multiple times a 

day

– Ability to also distribute data from Penn State

• Internet preference set to Research first, commodity 
second

• Detecting network loss outside of PennState



One-way Latency through Philadelphia



Routing change to prefer Internet2



Research Route Optimization with Internet2



sFlow Top25 Flows



Application Latency

• Application Metrics - Do your protocols 
support IPv6? 

• DNS
• Email
• www/http/https
• DHCP
• NTP
• SSH
• LDAP



Transfers Compete with Netflix



Measurement with sFlow



sFlow – Packet Sampling

• Exports truncated packets, together with 
interface counters

• An sFlow system consists of multiple dev
ices performing two types of sampling: 
– random sampling of packets or application l

ayer operations
– time-based sampling of counters



sFlow Push vs SNMP counter poll

sFlow can push interface counters out every 20 seconds 
instead of polling with SNMP every 1-5 minutes





Interface sFlow Trend sFlow Research Flow Query

Science DMZ Fabric View Border/Science DMZ/Core Weathermap

100G Optical Temp/Power Monitoring

ISCSI Storage Network

Apache httpd



sFlow Visibility



L2-L7 Tranparency with sFlow





MPLS/VPLS





• Thanks to Jason Z for everything
• Thanks to ESNet and Engagement Team 
• Thanks to NSF for the funding
• Thanks to Nick Buraglio, Anita Nikolich, Dale Carder, 

Securing the SDN WAN, October 30, 2014
• http://meetings.internet2.edu/2014-technology-

exchange/detail/10003432/
• Thanks to VonWelch on http://trustedci.org/ and Joe 

Breen of Utah for the Science DMZ security and 
engagement peer review


