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§ Distributed Denial of Service (DDoS) attacks will be at the 
top of security threats for the foreseeable future

§ State of the Art DDoS defense today:
q Intentionally hijack traffic, redirect to scrubbing centers, tunnel 

back to customer
q Expensive, small clean pipe, susceptible to collateral damage

§ Need to be distributed, effective and proactive:
q Reliably detect the attack using machine learning, create filtering 

rules
q Communicate filters to your upstreams immediately
q High-capacity SDN switches to block attack
q Defense readiness via network structural information and hints 

from hacker forums

Value Proposition
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Can Attacks Be Predicted?
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System Architecture
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Machine Learning Component
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Temporal	modeling,	classification
and	fast	matching	for	real-time
attack	detection

Bandwidth	Analysis

Packet	Analysis

With	Machine	Learning	attacks	that	were	not
Visible	before,	easily	stand	out



§ Pilot at CSU (ongoing)
§ Larger deployment at our regional ISP (FRGP) 

within a year
§ Expanded deployment with other upstreams

immediately after that
§ Requirements:

q Optical taps for attack detection
q 2-4U for local compute (packet->flow conversion)
q Access to a cloud provider for ML processing
q SDN switch for mitigation

Deployment
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Current Prototype Deployment
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Deploying	Netbrane prototype	to	protect	a	CSU	customer	(in	progress)
Netbrane on	our	regional	ISP	(planned) 8
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