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• Phasor Measurement Units (PMU) of any utility first
send data to local phasor data concentrators (PDCs)
through a virtual private network (VPN).

• The PDCs then route the PMU data-streams to virtual
machines (VM) in a cloud computing platform such as
ExoGENI.

• The VMs belonging to each company may form a sub-
cloud of their own.

• Each VM then communicates to other VMs, both inside
(intra-area) and across (inter-area) the sub-clouds, over
a multi-hop Software Defined Network (SDN) such as
Internet2 to compute the wide-area control signals in a
distributed fashion.
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With increasing trends in renewable penetration, smart loads, electric vehicles, etc. the US
grid is becoming more vulnerable to instabilities. The Wide-area Measurement Systems
(WAMS) technology using GPS-synchronized Synchrophasor measurements is an ideal way
to control such instabilities and blackouts. The challenge, however, is the bottleneck in data
communication and computation, which cannot be handled by today’s Internet. In this project,
we propose the use of cloud-computing networks such as GENI to combat this challenge.

Case Study on US West Coast Grid

ExoGENI Cloud Computing Platform
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Note: K is a full matrix, this indicates that every VM will need to
communicate with every other VM to exchange state information.
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Fig.1- Envisioned architecture of wide-area communication
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